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1. INTRODUCTION

The Software Technology Development Plan is the prime end-item
of the Payload Software Technology Study (NASA Contract NAS8-32047).
This plan was prepared by M&S Computing, Inc., for Mr. John Capps,
COR, EF-15, Marshall Space Flight Center. The study encompassed four
major software assessment tasks: (1) STS Sortie Payloads; (2) Spacelab
Mission I; (3) supporting Ground-Based Software; and (4) Automated
Payload Software. Each major task was composed of three study phases.
Figure l-1 describes the functional flow of the study. Figure 1-2 portrays
the study schedule.

1.1 Purpose

The Software Technology Development Plan was formulated to define
programmatic requirements for the advancement of Software Technology.
The initial study was designed to identify drivers and suggest solutions to
meet the requirements of space flight in the 1980-1990 time period, and to
project potential technological needs from 1990 through the end of the century.

All identified software technology requirements were reviewed to
establish the following: which requirements can be fulfilled within current
state-of-the-art technology; which technology requirements can be developed
with a high probability of success and a significant payoff in benefits; and
which requirements pose risks {(in cost and success) but are considered
mandatory for other reasons. The resulting software technology development
items are compiled into this development plan. The plan describes
justification, cost and schedule, potential payoff benefits, measurable
milestones, methods of approach, and methods for verification of results.

A large number of Software Technology Items were identified;
however, it does not make sense for NASA to duplicate technology develop-
ment which is being satisfactorily performed by industry or other government
agencies. Therefore, this plan is dedicated to fresh ideas or known items
which are not being worked on to the extent necessary. Goals have been
established by the Outlook For Space Study (OFS) and the Office of Aeronautics
and Space Technology (OAST) Workshops. This plan can only identify the next
step toward these goals. Hopefully, it is a major step.

1.2 Scope

The primary emphasis in the Software Technology Development Plan
is onboard processing in a real-time environment. Payload analysis was
based on projected Space Transportation System (STS) payloads as described

-1-
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in the July 1975, Shuttle Sortie Payload Description (SSPDA), and from OFS
and OAST space technology forecasts. This data was supplemented with an
in-depth review of detailed payload studies, Design Reference Mission
Analysis (DRM), Integrated Mission Analysis and Planning (IMAP), user's
information, previous space programs and studies, and in-house expertise.

The technology development plans resulting from this study must be
implementable during the 1980's in order to meet the requirements in the
1990's. It is assumed, for this study, that the primary development vehicle
during this time will be the Space Transportation System. Therefore,
payload analyses performed were limited to those payloads currently
planned to be carried on the Space Transportation System.

Finally, it should be noted that this study was primarily concerned
with software technology; not with computer systems technology. A specific
effort has been made to limit the consideration of Technology Items to pure
(or near-pure) software technology development. No attempt was made to
analyze future Data Management Systems, as a whole, to drive out technology
requirements. Such an effort certainly has merit, and might result in
software technology requirements; however, many software technology
requirements can be identified without an end-to-end data management analysis.

1.3 QOrganization

This document is organized into three sections as shov.v.n in
Table 1-1. Section I is standard introductory material and is self-
explanatory. '

Section II is an executive summary providing an overview of the
Payload Software study effort. It gives a brief summary of the software
technology development studies contained in the plan, provides an overall
schedule, and identifies critical sequential or complementary relationships.
This section briefly summarizes related technology goals, either in hardware
or software, being pursued elsewhere. It also lists the priority relationships
so that the plan can easily be adjusted to varying budgetary conditions.

Section III provides a detailed study plan for each selected Software
Technology Development Item. Each Software Technology Development Item
is allocated a subsection which describes the conditions leading to a
technology need, and relates the problem to supporting data accumulated
during Phases I and II of the study. Each subsection defines potential cost
and performance benefits and provides a summary of the anticipated
development cost along with the apparent technological solutions and

-4-



PHASE III REPORT OUTLINE

SOFTWARE TECHNOLOGY DEVELOPMENT PLAN

SECTION I - INTRODUCTION - This section describes the purpose,
scope, and organization of the Software Technology Development Plan.

SECTION II - SUMMARY - This section is an executive summary of
the Software Technology Development Study.

SECTION III - DESCRIPTION OF SOFTWARE TECHNOLOGY ITEMS
This section contains the description and planned approach to the
implementation of each selected Software Technology Development
Item. '

3.1 Item TI-01

3.28 Item TI-28

Table 1-1



associated technology development requirement(s). Associated hardware
or system technology items are described to ensure that all facets of the
problem, as well as its solution, are clarified. The potential approach
that is likely to accomplish the stated technological objective is outlined.
Schedule and resources required to accomplish each particular techno-
logical development item are identified. Means of intermediate and final

measurable

verification of the results are described, as applicable.

1.4 References and Bibliography

A thorough survey was made of current literature as well as
government, industry, and other publications relating to software
technology. The prime sources used in this study are as follows:

(o]

Outlook for Space, NASA Document, January 1976.
A Forecast of Space Technology 1980-2000, January 1976.

OAST Space Theme Workshop, NASA Document, April 1976
(Quick-Look Comments and Working Papers).

Space Electronics Technology Summary, March 1976.
OAST Summer Workshop, NASA Document, August 1975.
Information Processing/Data Automation Implications of

Air Force Command and Control Requirements in the 1980's
(CCIP's), 1975.

' Findings and Recommendations of the Joint Logistics

Commanders Software Reliability Work Group, November 1975.

"Key Developments in Computer Technology: A Survey,'
IEEE Computer Magazine, November 1976.

IEEE Proceedings, Second International Conference on
Software Engineering, IEEE Catalog No. 76CH1125-4C,
October 1976.

""New Directions in Space Electronics, " Peter R. Kurzhals,
Astronautics & Aeronautics Magazine, February 1977,

Software Technology Present and Future, Bobby Hodges,
14th Annual Southeast Regional ACM Conference, April 1976,

-6~



2. SUMMARY

This section provides a top-level view of the Payload Software
Technology Study, including the identification of technology development
needs and an identification of development priorities. The Software
Technology Items described in this section were selected in order to
support efforts to:

o Reduce the high cost of meeting flight software reliability
requirements.

o Remove limitations on information extraction techniques.

o Meet the requirements for human control of complex

instruments and remote systems.

o Simplify, reduce the cost of and make usable complex
software systems.

2.1 Payload Software Technology Study Overview

The four major tasks of this study (STS Sortie missions,' Spacelab
Mission I, supporting ground-based software systems, and Automated
Payloads) were divided into three phases as shown in Figure 2-1. -

Phase I was devoted to the evaluation of the processing require-
ments (string, speed, input/output) of representative payloads and
provided the basis for selecting drivers of software technology. Phasel
also included a review of technology forecasts to bound broad areas of
need. Table 2-1 provides a list of technology emphasis areas which were
derived primarily from the Outlook for Space study and OAST summer
workshops. Consistent with expectations, drivers were not peculiar to
specific missions, instruments, or applications; they were common to
many classes of missions, instruments and applications.

The problems and needs thus jdentified were thoroughly assessed
and compiled into a list of Software Technology Drivers as shown in
Table 2-2. The Technology Drivers associated with Software Development
must be considered of prime importance. Unless significant improvements
are made in this area, all other related technologies will be stunted
because the associated software will be too costly and/or too unreliable.
In Software Systems Architecture, most of the Technology Drivers are
related to LSI technology; i. e., the availability of very low-cost processing
systems. These systems are particularly suitable for onboard usage and
therefore receive significant emphasis. The remaining Technology Drivers
are primarily based on anticipated increases in onboard processing of
image type data, as well as on anticipated increases in the rates of data to

be acquired.
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PAYLOAD SOFTWARE TECHNOLOGY
TECHNOLOGY EMPHASIS AREAS

Software Development Technology.

- Cost/Time Reduction Methods.

- Software Reliability.

- Cost/Performance Evaluation.

- Software/Hardware Standardization.
Software Systems Architecture.

- Functional Distribution of Processing.
- Fault Tolerant Systems.

- Intelligent Instruments.

- Human/System Interfécing.

- Utilization of High-Rate Data Processors.
- Data Distribution/Sharing Networks.
- Very Large Da.ta‘ Base Management.
- Mul‘cidimensionalbata Base Systems.
Software Application Technology.

- Image Recognition Processing.

- Data Compression.

- Automated Intelligence.

- Automation of Ground Support Functions.

Table 2-1

-9-



TECHNOLOGY DRIVER SUMMARY

o Software Development.

- PS-01
- PS-02

- PS-03
- PS-04
- - PS-05

Software Design Engineering,

Trend Toward Software Development by Non-
Programmers.

Fault-Free Software. '

Application Oriented Language Design Methodology.
lLow-Cost Development of AOL Compilers.

o Software Systems Architecture.

- PS-06

- - PS-07
- PS-08
- PS-09
- PS-10
- PS-11
- PS-12
- PS-13
- PS-14
- PsS-15
- PS-16
- PS-17
- PS-18
- Ps-19

- PsS-20
- Ps-21

(Distributed) System Partitio ning/Interconnection
Techniques.

Very Large Storage Access Simplification.
Software Fault (Own or Induced) Detection.
Software Recovery (After Fault Detection).
High-Speed Buffering Techniques.

Design and Control of Adaptive Software Procedures.
Use of "Natural' Communication Methods. ,
Efficient Large Array Search and Sort Procedures.
Parallel Processing Techniques. _ )
Efficient Large Array Manipulation Procedures,
Spacelab Mission I.

More Effective Distribution of Processing.
Greater Data Utility and User Participation.
Efficient Storage and Retrieval of Remotely Sensed
Data.

Scene Analysis.

Surface Navigatidn and Mapping.

Table 2-2

-10-



In Phase II of the study, the Software Technology Drivers were
analyzed in detail in search of potential solutions to the problems posed.
This analysis resulted in identification of many Software Technology Items.
A number of these were determined to require forced advancement by
NASA if current NASA plans are to be met. The Software Technology
Items are shown in Figure 2-2 in relation to the Technology Drivers from
which they were derived. (Blocks containing asterisks represent relation-
ships established during Technology Development Analysis activities of
Phase III. Asterisks in the TI-19 row indicate secondary benefits that
may be derived from use of software prototyping. )

The total number of Technology Items identified may be impossible
to implement within the resource constraints. Therefore, during Phase
III, cost estimates and priorities were assigned to the Technology Items.
The result is a recommended set of Software Technology Development
Plans.

2.2 Relation to Other Technology Development

Dependencies exist between variable independent Technology Items.
Solution of a problem posed by a Technology Driver requires the full
consideration of the interrelationships between these variables as well as
the direct relationship to a specific item.

Other software technology development activities are either
underway or have been proposed, both within and outside NASA. The more
significant of these are discussed in the Software Technology Item
Derivation Worksheets (Volume I, Appendix G).

-11-
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2.3 Identification of Priorities

Many factors were involved in setting the prio rities of the candidate
Software Technology Items. Once the initial step of identifying a problem
was completed, the next step was to evaluate the current and estimated
state of the art in the associated technology area. This evaluation is
reflected in the Cost/Time/Priority Assessment. The levels established
were based on the following criteria:

1 - Basic principles observed and reported.

2 - Conceptual design formulated.

3 - Conceptual design tested analytically or experimentally.

4 - Critical function/characteristic demonstrated.

5 - Component/section tested/reviewed in relevant environment.

6 - Prototype/draft tested/reviewed in relevant environment.

7 - Final product tested in ope rational/space environment.

8 - New capability derived from a much lgss_exf ope‘ratio.n_al r_nodel.'
9 - Reliability upgrading of an operationavl model.

These state-of-the-art levels were not used for setting priorities per se,
but were used as aids to help determine whether appropriate advancement
could be achieved by industry alone, or if NASA participation would be
required.

In order to facilitate setting priorities, attain consistency, and limit
subjectivity, a logic flow was developed as shown in Figure 2-3. This flow
embodied the major elements of priority assignment and resulted in a rating
of 0-6 for each technology item. The elements used were:

o) Enablement.
o Cost Reduction.
o Enhancement.

Enablement was subdivided into two categories, critical and
desirable. (Initially, enablement was divided into mandatory and desirable,
but as it became evident that few of the items would actually preclude
a space mission, the mandatory rating was downgraded to critical).
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Critical enablement describes an item which could gravely affect
the achievement of a major NASA objective (e.g., 1000x data at 1/10th
cost) if it were not resolved. Critical enablement was given a weight of
6. Desirable enablement describes a technology that would enable a new
function to be performed, or allow additional experimentation with a
given instrument, that would significantly increase the return benefit
of a payload. Desirable enablement was equated in value to enhancement,
and thus given a weight of 1.

Cost reduction applies to those software items which could have
major effect on the cost of space activity in general. Most of these items
fall in the category of Software Engineering or Software Development.
Cost reduction was given a weight of 3.

Enhancement applies to those items that would enhance the total
information gathering and distribution process. This includes improved
reliability, more effective processing, higher quality data recovery, and
other advancements that would be highly beneficial. Enhancement was
given a weight of 1.

After the initial assessment, other factors (Drivers affected and
Cost/Benefit Returns) were added in. A value of 1 was added to each
Technology Item for every Driver upon which it had a primary effect.

The Cost/Benefit Return was given a rating of high, medium or-low, and -
equated to a weight of 2 for high, 1 for medium and 0 for low. (Note:
Need dates were determined not to be significant factors for these
Technology Items.)

The priority factors were then summed for each Software Tech-
nology Item to derive an overall rating as shown in the priority evaluation
chart in Figure 2-3. The Technology Items identified with an asterisk are
those that fall in the top third of the overall ratings, and thus are those
recommended for immediate NASA consideration.

2.4 Development Schedule

A schedule for the development or advancement of technology
required by each of the selected Software Technology Items is contained
within each Technology Development Plan, In general, each item is given a
1978 or 1979 start date, as most of them are immediately necessary with the
advent of the STS operational phase in 1980 and each will require a year or
more to complete.

For planning purposes it was assumed that development of an
operational application would take two years after demonstration of a

-15-
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prototype model. For instance, an image processing application needed in
1985 would have to be proven feasible by 1983 in order to allow time for
development of a flight item.

In any event, the benefits that will accrue from the development
of any Technology Item cannot begin until the development is complete.

-17-



3. SOFTWARE TECHNOLOGY ITEM DEVELOPMENT PLANS

3.1 Requirements Decompsosition and Structuring Guidelines (TI-01)

3.1.1 Problem Definition -

Software design practice up to now has suffered {rom a lack of
consistency among designers in their approach to decomposition of the
requirements and develcpment of design structure. The need for rational
guidelines becomes apparent when one considers the fact that totally
different designs can result from different designers working on identical
software requirements. This makes it almost impossible to evaluate
designs, much less to identify the optimum design. Unlike hardware, in
which standard components are integrated by well-established logic
principles, each software design is a new design. This is costly in
development and implementation, but even more so in the training and
maintenance requirements to support utilization phases of an operational
system.

Of even more importance, lack of consistent, good design com-
promises the most valuable characteristic of scftware -- the flexibility
to adapt to changing requirements. The study proposed to help solve
this basic Software Engineering problem is expected to be of moderate
cost (3-10 man years). I .

3,1.2 Techrology Development Requirements

The technology developments needad under this broadbased study
are the guidelines for requirements-decompo sition and structuring in
software design. These devalopments must contribute towards achieving
consistency in design. Also, it is necessary to derive and establish
proper design evaluaticn criteria.

Tecknology must b= developed which will provide a means to coanvey
what the requiremients are, and will allow the breakdown cf these require-
ments inte a functional distribution. This should lead to software desigas
that are reliable and easily understood, implemented, used, and maintained.

3.1.7 Suggested Approach

The study proposed for tiis effort has four steps as shown under the
schedule. The first step is the establishment of requirements decomposition
guidelines. A comprehensive set of guidzlines for decomposition of the
furnisced sofiware requirements is to be developed. This will be done
th.rongh a thorough revizw of the various surrent approaches to the problem
and a critical analysis of the relative advantages and disadvantages
of these approachas. Th2 next step is to develop a logical set of guidelines
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aiimed at achieving consistency of design across a given set of require-
ments. This must be followed by the establishment of techniques which
will ensure proper structuring of functions into a viable, usable design.
Development of guides to proper structure and coasisteat design is an
iterative enhancement process, as shown in the schedule. In parallel
with the previous activity, the criteria for measurement aad evaluation
of design products will be established. This will be of considerable
significance in assessing the results of using these guidelines in NASA
applications. :

3,1.4 Schedule and Resources

1973 19791980} 1931] 1982

» Requiremerts Decomposition
Guidelines.

o Design Consistency Guidelines.

o Structuring Guidelines.

o Evaluation Criteria,

Estimated Cost of Development: $150K - 500K.

3.1.5 Vearification of Results

The end product of this effort will be a set of guidelines for software
design rather than a specific piece of software. The verificaticn of results
can be viewed as the assessment of benefits arising from application of
these guidelines. Thus, this step ir effect consists of applying these guide-
lines to one or more specific software design efforts to compare the exper-
ience with similar efforts not based on these guidelines. The relative merit
will be assessed through application of the evaluation criteria, which in turn
can be appraised through demonstration of actual program product results.
The verification process itself will make a valuable contribution to the
development of the Software Engineering profession. '

3.1.6 Related Studies
e} Software Tecnnology Items,

- TI1-08 Interface criteria for NASA distributed
processor applications.

- TI-09 Task control structures for distributed
processor environments.
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TI-18 Guidelines for design documentation
consistency.

TI-19 Software prototyping methods.

Software Technology Items (Secondary).

TI-10 Program organization methods for real-time
fault recovery. ’

TI-15 Restructured image analysis software for
parallel processing.
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3.2 Requirements-to-Code Translation Aids (TI-C2)

3.2.1 Problem Definition

Current practice of manual generation of codes from given software
requirements is not only expensive but also error-prone. This is because,
first, the software requiiremeats are not specified ir a standard format
and hence the reguirements decomposition is mostly adhoc. Second, the
lack of consistent design guidelines makes the steps leading to the genera-
tion of codes more of an art (or lack of it!) rather than a science. There-
fore, for a given set of requirements the generated code does not necessarily
reflect the best code, and methods cf proving the software as fault-free are
still to be realized. Therefore, some means of automating the code genera-
tion process is essential to achieve a measure of error and cost control in
software development. This requirement-to-code translation problem is
likely to be of relatively kigh cost and require 10-20 man years.

3.2.2 Technology Development Requirements

The requirements under this study are defined as the development
of automated aids for generating program codes {in a desired language)
from a specified set of software recuirements. This technology develop-
ment is tailored to meet the specific needs of payload software require-
ments, rather than any general study of automatic programming, to ensure
direct payoff for NASA for its investment in this technology development
effort. '

3.2.3 Suggested Approach

The first step of this study is a review and assessment of the
on-going efforts in this field as applied to other areas of software develop-
ment, particularly business-orieated and other commercially funded
projects. In parallel with this, 2 requirements analysis must be carried
out to identify the spectrum of NASA payload software needs. With these
preliminary efforts as the base, a master software instructions/code
library, consisting of all the key functions reflecting NASA payload soft-
ware requirements, can be developed. The next step is to define and develop
a transformational approach which can successively transform, in stages,
the input software requirements into a set of prcgram codes using the master
library as a reference. The developed methodology is then tested and the
related documentation prepared to ensure its suitability for application to
NASA payload software development.
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3.2.4 Schedule and Rescurces

197819791980 1981 {1982

o Analyze requirements.

o Identify the spectrum oi NASA
payload software requirements.

o Develop a master soitware S——
instructions code library con-
sisting of all basic functions
reflecting NASA payload soft-
ware requirements.

o Develop a transiormational
aporoach which transforms the
input requirements successively
ints a set of program codes
using the library.

o Test and document the metho- A

dology developed.

Estimated cost of development: $500K - $1000K. . _ o
Resources include access to information on future payload software develop-
ment plans and program details.

3.2.5 Verification of Results

The developed requirement-to-code translation aids will be
test-implemented and validated as to their ability to perform the designated
function. The testing will include actual application of the code generator
product to a previous software implementation to derive and compare the
operational capability of the automatically generated code with the earlier
manually developed code.

3.2.6 Related Studies
o Software Technelogy Items.

- TI-01 Requirements deccmposition and structuring
guidelines.

- TI-03 Simplified software development system
demonstration model.

- TI-04 Query-guided implementation methods.
- TI-18 Classification of error mechanisms.

- TI-19 Software prototyping methods.
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3.3 Simplified Development System Demonstration Model (T1I-03)

3.3.1 Problem Definition

The advent of large scale usage of microprocessors in distributed
systems for real-time space applications calls for simpler software
development tools. This is necessary to ernsure that the cost of software
development will not beccme a barrier to the benefits of microprocessor
usage whick otherwise is very cost-effective. '

Many software development systems exist, but it is rare to find
one that is simple and even rarer to find one that is transpe rtable. In
an era of diverse users of space systems, each developing a software
subset of a future integrated flight complement, ways and means of
simply and economically developing software components must be found.

An effort which is designed to achieve this objective is the creation
of a deronstration model of a simplified system for software development.
This effort can be expected to be one of relatively high cozt requiring
10-20 man years.

3.3.2 Tachnology Development Requirements

The feasibility of a simplified system for software development
can be shown by the creation of an appropriate demonstration model.
Accordingly, the technology requirements of the study can be stated as
the building of a simplified development system demonstration model.
This will be a precursor to low-cost operational systems for use by non-
professional programmers in the development of space applications,

3.3.3 Suggested Approach ‘

This development effort has several identifiable steps as shown
in the schedule. The first step is the requirements definition. Require-
ments definition is based on developing a clear understanding of the purpose
of the model and the environmental constraints under which the modeled
system will have to operate. These requirements are analyzed to derive
the specifications of the demonstration model. This is ‘cllowed by the
design of the demonstration model which will emphasize the different
aspects of the operational system envisioned for the PI's use. The design
phase leads to the development and test phase which in turn takes the
project to the final detailed system evaluation phase. The final evaluation
phase is a key element. It must be detailed enough to ensure that the
follow-on work of developing an operational system can be taken up with
confidence that the end product will support the anticipated heavy schedule
of software development in the coming decade.

-23-



3.3.4 Schedule and Resources

19731979 1198011981 | 1982

Requirements Deiinition. A
Requirements Analysis —
Demonstration Model System Design.

Development and Test.
Evaluation. : p

O 0O 0 0O O

Estimated cost of development: $590K - $1000K.
3.3.5 Verification of Results

The evaluation of the demonstration model and its eifectiveness is
a significant part of the effort to be acccmplished under this study. The
schedule allows a full year for this activity and effectively portrays the
importance given to this phase of the effort. This is essential to ensure
the integrity of the demonstration model and the operational system to
follow. Each step of the effort provides concrete output products (i. e.,
requirements, composition, design specifications, test system and
evaluation system) for measurable verification of progress. '

3,3.6 Related Studies T -
0 Software Technology Items. -
- TI-02 Requirements-to-code translation aids.
- TI-04 Query-guided implementation methods.

- TI-17 Classification of error mechanisms.

- TI-19 Software prototyping methods.
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3.4 Que ry-Guided Implementation Methods (TI-04)

3.4.1 Problem Definiticn

The objective of this technology item is the development of new
programming procedures whe rein the programming effort is supported/
guided by a questionnaire. The basic problem to be addressed is essentially
similar to the one underlying TI-02, Requirernents-to-Code Translation
Aids, in that new automated tools for software developiment are called for
tc reduce the expensive, error prone manual approach to code generation.
However, the emphasis here is less on autorory than in the other approach
and presumably the objectives are more easily realizable. This effort is
consequently more moderate in cost (5-10 man years) and is expected to
result in a faster return of benefits.

3.4.2 Technology Development Requirements

Technology development required under this study are semi-
automated tools for software development using the questionnaire approach.
This questionnaire approach must be especially attractive for interactive
man-machine systems, operating in dynamic environments, wherein it may
be necessary to create new software and/or new configurations of existing
software. Query-guided implementation methods must offer the flexibility
necessary for such applications. At the same time these methods must.
contribute towards the traditional software development goals in terms of
reduced software errors and consistency in the quality of the re sulting
software product.

3.4.3 Suggested Approach

As a practical step, it is advisable to constrain this effort of the
development of semi-automated tools to the specific NASA payload software
development requirements. This limitation ensureas that a viable solution
will be developed within the time and cost constraints of NASA programs.
Any attempt at global solutions could lead to lack of effective control over
the projected costs and time schedules. The first step is, therefore, to
develop and establish the ccmmon features and requirements of NASA
payload software development programs. This iz to be followed by an
effort directed towards developing a skeleton structure of the software
corresponding to established commonalities. The next step is the design
and development of a questionnaire methodology which when applied to
specific requirements leads to the filling out of the skeleton structure and
results in the desired software package. Finally, the methodology should
be thoroughly tested and documented to ensure an appropriate return on
investment for NASA.
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3,4,4 Schedules and Resources

o Derive and establish the com- i——
mon features of NASA payload
programs.

o Develop a skeleton structure of %
the development system. '

o Develop 2 guestionnaire .
methodology for filling out the
skeleton structure.

o Test and document the T

methodology.

1978 | 1979 {1980 | 1981 1982

E stimated development costs: $200K - $500K

3.4.5 Verification of Results

The end product of the study being implementable methodology, it is
necessary to ensure that the developed tools can be put to effective use
through testing and documentation. This testing should include test imple-
mentation in specific NASA software development programs to evaluate its
effects on efficiency, reliability and cost of program development. In view
of the man-machine interaction involved in que stionnaire approaches, it
is desirable to study programmer responses to the methodology as part of
the verification process %o ensure its acceptability.

3.4.6 Related Studies

o Software Technology Items.

TI-02

TI-03

TI-18

TI-19

Requirements-to-code translation aids.

Simplified software development system
demonstration mode.

Classification of error mechanism.

Software prototyping methods.

26~



3.5 Standardization Criteria for NASA Software (Ti-05)

3,.5.1 Problem Definition

Lack of standardization in software design, development, testing
and other facets of software projects, even within the bounded sphere oI
NASA activities, frequently results in expensive, often duplicated
software. Needed reliability is difficult to achieve. Standardized
software can make a sigrificant contribution towards the goal of totzlly
fault-‘ree software., Therefore, as a first step, it is n2cessary to
develop the criteria for standardization. The degree of the problem
soluticn depends on the scope of the standardization process; however,
as proposed here is expected to be of moderate cost involving 3-10 man
yzars of effort.

3.5.2 Technology Development Requirements

Development of standardization criteria is the goal of this technol-
ogy development item. This criteria development will span the spectrum
of activities associated with a software development project. For example,
standardization has many implications: standard language design, stardard
operating system design, and standard interface impleméntation'. A degree
of standardization in sach of these areas and criteria for such standardiza-

tion is desired and sought under this effort, - ‘ .-

3.5.3 Suggested Approach

The first step must be to understand and analyze the implications
of standardization. Through this effort, it should be possible to identify
the specific elements of a software project which can be considered
prime czndidates for standardization.. Once the areas deemed feasible
for standardization are established, the next logical step is to develop
the criteria for standardization.

It is advisable to gain some insight into industry practices
in standardization and apply these ideas with necessary modifications to
the NASA environment. Modification and possibly new concepts may be
necessary in view of (1) the decentralized nature of the NASA organiza-
tion (and the diversified contractor force supporting it), (2) the consequent
problems of coordinating the software development efforts, and (3) the
difficulties in enforcing the standardization procedures. Selected candidate
softwa~-e packagss should be weighed and tested against the developed
standardization criteria to validate their effectiveness in establishing
standard NASA software libraries for the 1980-1990 time frames.
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New developments in software design methodolegy which might
influence the starndardizatioa criteria are conceivatle and modifications
a+ a later date may have to be made. However, irrespective of such
future changes, it is necessary to have fairly rigid standarcization
criteria to avoid duplication of efforts and minimize the software
development costs and associated errors.

3,.5.4 Schedule and Resources

1978|1979 | 19801981 {1982

o Analysis of Standardization k

Implications.
o LCevelopment of Criteria.
o Identification of Candidates. }
o Evaluation of Validity. -*

Estimated cost of development: $150K - $500K.
Resource requirements include NASA-wide access tc software projects,
programs and preseat practices for minimizing duplication of efforts,

3,5.5 Verification of Results

The end product of this study is a set of standardization-criteria. -
The verification process essentially consists of applving the criteria to
selected software packages and development projects to determine the
validity and feasibility of enforcing such criteria in the development
process.

3,5.6 Related Studies

This Technology Item is pertinent to virtually every aspect of the
computer software domain.
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3.6 AOL Design Guidelines/Standards (TI-06)

3.6,1 Problem Definition

Application-oriented languages (ACOL) are expected to dominate
the scene in future decades with users developing the software required
for their particular needs. This requires appropriate AOL design guide-
lines and standards to ensure that the AOL's developed to meet the needs
of a changing environment are compatible with NASA system: goals and
have the requisite language consistency. This developmental effort is
expected to be one of relatively mcdest cost involving 2-5 man years.

3.5.2 Technology Development Requirements

Development of design guidelines and standards for apvolication-
oriented languages (of interest to NASA applicaticns) is the technology
advancement required by this item. This requirement is the first step
towards the goals of economical development of efficient application-
oriented languages, particularly those of real-time onboard distributed
systems. Design guidelines/standards are to ensure that the resulting
AOL's are simple to use and efficient even when deployed by non-professional
programmers. These requirements tie this effort to the one proposed in
the next item (TI-07) on AQOL compiler generator cost factors. The AOL
design guidelines will determine the complexity of the compilers and there-
fore influence the cost of generating these compilers., Accordingly, the
developments under this study have in view the nbjectives and associated
factors of TI-07.

3.6.3 Suggested Approach

As illustrated in the schedule, .the approach consists of three specific
steps. The first is the determination of the concepts underlying AQOL and
understanding what its requirements are. These concepts are an essential
prerequisite to the development of guidelines fcr AOL design. The next
step is the actual development of guidelines to meet the requirements as
derived. The third step is the formulation and development of crite ria to
evaluate the AOL design resulting from the use of these guidelines. This
provides a means of verifying the applicability and usefulness of the derived
guidelines in practical problems of AOL design.

3.6.4 Schedule and Resources

1978|1979 {1980 {1981 {1982

o AOL Requirements Concepts. Nae—
o AOL Design Guidelines/Standards. -
o Design Evaluation Criteria. —

Estimated cost of development: $100K - $250K.
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3.6.5 Verification of Results

The guidelines derived for the study must be applied to specific ACL
design projects to test the applicability of these guidelines to real-world
NASA problems. The evaluation criteria will then be deplcyed as the tool
for assessing the resulting design, which reflects on the usefulness of the
derived guidelines in providing an effective AOL to an actual user.

3.6.6 Related Studies

e} Software Technology Items.
TI-05 Standardization criteria for NASA software.
- TI-07 AOL compiler generator cost factors.

- TI-18 Guidelines for design documentation
consistency.
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3.7 AOL Compiler Generator Cost Factors (TI-07)

3.7.1 Problem Definiticn

The advent of increased development and usage of application-
oriented languages (AOL) calis for design of an increasing numbar of
compilers, Compilers being machine-dependent, the problem is further
enlarged by the continuing spread in the number of differeant computers
coming into usage. Compiler generation, however, has remained an
expensive task., Thus in view of this expected increase in compiler
design activities, it is necessary to look into why compilers cost so
much. This study of investigating the factors contribuling to the cost
of compiler generation is viewed as one of relatively modest eifort
(2-3 man years). This will lead to methods of significantly reducing
compiler generation cost.

3.7.2 Technology Development Requirements

The requirements of this task are of a different nature {rom the
other technology items. The end product is nota specific technique or
software package, but a qualitative assessment of the major factors
contributing to the cost of compiler design, from which it should be
possible to derive techniques for reducing these costs.

That problems exist in compiler generation is 2 known fact. Why
they exist is another question. The requirement of this task is to provide
an answer in guantifiable terms that will lead to new and feasible approaches
to the development of tools to support application growth.

3.7.3 Suggesi:ed Approach

The study to be undertaken consists of three steps as shown in the
schedule. The first step is to identify and typify representative AOL
compiler generators used to generate payload application software. This
will be followed by an in-depth analysis of the development history of
these generators. The analysis must take into account the particular
environmental constraints and other factors associated with the develop-
ment of each of these generators. The analysis must identify the develop-
ment cost and extract those factors contributing to the cost. Each of the
contributing factors must be assessed in terms of significance and potential
impact on future development programs. The result will be a comprehensive
overall assessment of the problem of controlling costs in ACL compiler
generation, and the identification of what steps must be taken to reduce
future cost. This effort should be correlated with that under TI-06 to ensure
that the final assessment reflects the benefits of development under TI-06.
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2.7.4 Schedule and Resources

1978 | 1979 {1980 1981 | 1982 !

o Identify typical AOL generators. pmm
o Trace development nistory. -—
o Perform cost assessment, — i

Estimated cost of development: $100K - $150K.

3.7.5 Verification of Results

The end product will be a specific set of factors which will provide
a tangible product in terms of the benefits accrued in future compiler
generation programs. As such the test would be to apply the experience
gained by the analysis of these cost factors in 2 test compiler gensrztion
exercise and to assess the associated costs relative to the costs of prior
comparable programs.

2, 7.6 Related Studies
o) ‘Software Technology Item.

- TI-06 AQOL design guidelines/standards. _
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3.8 Interface Criteria for NASA-Distributed Processor Arplications (TI-08)

2.8.,1 Problem Definition

The expanding role of distributed processor systems envisioned
for future payloads and missions demands that the as sociated problems
of intarprocess communication and related aspects be studied in
depth by NASA. This problem is being addressed for onground systems
within the industry. However, the special implications of onboard
near-real-time processing environments need to Se carefully examined
by NASA. The development of suitable interface criteria for NASA-
distributed praocessor applicaticns is one of modest cost {2-4 man years).
However, it is mandatory in terms of integrating and absorbing the
multiplicity of high rate data sources projected for the next decade.

3.8.2 Technology Development Requirements

Interface criteria to assist in the design of NASA-distributed
processor interfaces represent the major end products expected of
this technology development effort. The criteria are necessary to
simplify problems of integration and to minimize associated costs by
avoiding recourse to nonstandard interfaces. These developments are
critical to increased and cost-effective utilization of distributed processor
concepts and techniques, and are essential to the enablemient of intelli-
‘gent instruments. '

3.8.3 Suggested Approach

The first significant step of this effort is the identification of the
potential distributed system configurations for deployment in near-real-
time spaceborne environments. Once these are identified, it is necessary
tc analyze in detail each of these configurations to determine parametric
characteristics such as data flow, and to establish appropriate control
structures. These parameters characterize the interprocess communica-
tion needs. Based on these quantitatively established needs, the appropriate
interprocess communication techniques can be selected through trade
studies. This will in turn lead to the interface criteria which are essential
to widespread deployment of distributed processor systems within the
NASA programs.

-33-



3.8.4 Schedule and Resources

(o]

1978 11979 | 1980|1981 [1982

Identify potential distributed —
configurations.
Characterize data and control ﬁ
flow.

Select interprocess communication F
techniques,
Establish interface criteria. A

Estimated cost of developments: $100K - $200K.

3.8.5 Verification of Results

The end product is a set of interface criteria. The test of its
validity lies in its application to real-world problems, and verification
can be achieved through test implementation of selected cases.

3.8.6 Related Studies

Software Technology Items.

- TI-01 Requirements decomposition and structuring
guidelines.

- TI-05 Standardization criteria for NASA software.

- TI-09 Task control structures for distributed processor
environments. -

- TI-10 Program organization methods for real-time
fault recovery.

- TI-15 Restructured image analysis software for
parallel processing.
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3.9 Task Control Structures for Distributed Processor Environments

(TI-09)

3,9.1 Frotlem Definition

Task allocation and contrcl is major significance in the design
and operation of ground-based distributed systems and has received
considerable atteation. This function is much more critical in the
management of real-time space-based distributed systems and it is
decidedly in the NASA domain to tackle this problem. The task alloca-
tion process should ensure that the available resources are utilized to
the fullest extent at all times and as efficiently as possible, given the
particular tasks and processor configuration. Once the optimal rask
allocation is determined, then the actual task control should be impie-
mented in accordance with ths planned allocation. Development of the
task control structure represents the other major part of the problem
contained in this item. It is expected that, in view of the progress in
ground-based systems, this effort will be of relatively low cost and
require 2-5 man years of effort.

3.9.2 Technology Development Requirements

The technolozy development requirements are twofold: (1) tech-
niques for automatically determining the optimal task allocation and -
scheduling among the processors within the distributed system, and
(2) design and development of control structures for enforcing the
optimal task allocation and scheduling. These tasks are interrelated and
should be carried out with close coordination between the two efforts.
This item has-particularly great applicability to the effort propo sed under
TI-15 (restructuring image analysis software for a parallel processing).
The technology development efforts under this plan should therefore
complement the other effort,

3.9.3 Suggested Approach

The starting point for this plan is to clearly identify the scope
and type of tasks as well as the nature of the distributed system environ-
ments expected to arise in the implementation of planned NASA missions.
Concurrently, available techniques for onground distributed systems should
be reviewed to delineate the deficiencies of such methods in meeting the
requirements of real-time space systems. The two efforts together will
provide the technical base for initiating the development of appropriate
task allocation and scheduling techniques. These techniques should be
amenable to automated implementation. This will lead to optimal

allocation and scheduling of the tasks for any given processing problem
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within the scope of the study. Next will be the development of suitable
software control structures capable of implementing ‘he optimal
allocation and scheduling plans. The final step is testing of these
techr.iques and controcl structures, through simaulation of the onboard
processing environmernts, to verify their reliability and efficiency.

3.9.4 Schedule and Resources

1978 1979|1980 ! 1981} 1982
o Requirements analysis. L
o Develop optimal task allocation e—
and scheduling methods.
o Develop task control structures. ﬁ
o Test and documentation.

Estimated cost of development: $100K - $250K.
Resource requirements include computer facilities for simulation and
testing.

3.9.5 Verification of Results

The results in this case are the techniques for determining the
optimal task allocation and scheduling and the control structures for their
implementation. The verification process should therefore include simula-
tion of the onbcard real-time processing environment and testing of the
developed techniques and control structures in such simulated environments.
This will ensure that the resultant products of the study will meet the NASA
requirements for distributed systems. It will also enable operational
implementation of related technology developments (particularly the imple-
mentation of parallel processable image analysis functions: TIi-15).

3.9.6 Related Studies
o Software Technology Items.
- TI-01 Decomposition and structuring guidelines.
- TI-05 Standardization criteria for NASA software.

- TI-08 Interface criteria for NASA distributed
processor applications.

- TI-10 Program organization methods for real time
fault recovery.
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TI-15 Restructured image processing software for
parallel processing.

TI-19 Software prototyping methods.
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3.10 Program QOrganization Methods for Real-Time Fault Recovery

(TI-10)

3.10.1 Problem Definition

Software and hardware errors as well as data anomalies do occur
in spite of the best of precaations in the design and development processes.
It is therefore necessary that space svstems should be backed by effective
means of fault recovery. In view of the dynamic nature of the system
environment, it is also crucial that this recovery be in near-real-time.
Thus, the problem addressed in this study is the need for developiag
efficient techniques for real-time recovery from errors caused either
by hardware, data, or software. The recovery procedures to be considered
here are primarily limited to software rather than to purely hardware-
oriented solutions such as redundant hardware. The proposed effort is of
moderate to high cost (between 4-20 man years) depending on the depth to
which the problem is to be explored,

3,10.2 Technology Development Requirements

This effort includes review/development of recovery techniques
most suited for NASA real-time space applications. This will be based
on research into the structure and organization of software systems ,
which provide reliable fault recovery through proper program organiza-
tion methods. These developments should be coordinated with the activities
proposed in other technology items, such as classification of error mecha-
nisms (TI-17).

3.10. 3 Suggested Approach

Structure analysis represents the first step of the proposed effort.
This consists of identification of the types of faults likely to be encountered
in real-time space systems and determination of the nature of the recovery
process required to counteract these faults. Development of appropriate
techniques and procedures for system recovery is the next step. This is
followed by development of program organization methods which will main-
tain the status of the system so that the system can recover gracefully
with minimum loss of data and control.

3, 10. 4 Schedule and Resources

1678 /197911980 119811982

o Real-time program structure analysis. e
o Recovery techniques., AE——
o Program organization methods. .

Estimated cost of development: $200K - $1000K.
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3,10.5 Verification cf Results

The development methods should be tested and evaluated by
simulation under appropriate fault-inducing environments. This is
extremely essential to prove the reliability of the techniques for deploy-
ment in real-world applications wherein the risk factors associated with
improper recovary cannot de tolerated.

3,10, 4 Related Studies

o Software Technology Items.
- TI1-01 Requirements decomposition and structuring
guidelines.
- TI-08 Interface criteria for NASA-distributed

processor applications.

- TI-09 Task control structures for distributed pro-
cessor environments.

- TI-12 Control structures for adaptive systems.

- TI-15 Restructured image'anal;)Isis. software for
parallel processing.

- TI-17 Classification of error mechanisms.
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3,11 Adaptive High-Speed Buffering Techniques fcr Dynamic Networks
‘TI-11)

3.11.1 Problem Definition

Missions involving image acquisition and other high-rate data-
generating instruments, call for advanced capability in all areas of the
data acquisition, handling, and processing system. The variable data
rates of different experiments and the need for intelligent data acquisition
dictates that advanced techniques, capable of adapting to changing data
environments, be developed. High-speed buffering techniques in
dvnamic acquisition and switching networks are of prime importance,
particularly in view of the high-speed, large-scale memory capability
expected in the near future. Methods for optimal utilization of potential
buffer resources will have tremendous impact on information gathering
svstems. This study represents a moderate to high cost developmental
eifort requiring 5-15 man years.

3,11, 2 Tecknology Development Requirements

The technology development required by this item is the
development of advanced high-speed buffering techniques capable of
adapting to the dynamic characteristics of the data environment
envisioned for future missions. These missions will involve high
data rate experiments such as multispectral remote sensing of earth
resources. This development is required to ensure that there will be
an optimal utilization of the of the resources available both onboard
and elsewhere in the total data system. This effort will contribute
towards the overall objective of data system optimization by upgrading
the state of the art in the key area of buffering techniques.

]

3,11, 3 Suggested Approach

This developmental effort consists of several distinct steps as
indicated under the schedule. The first step is a detailed assessment
of the existing technology to identify deficiencies in the state of the
art in meeting the future requirements. This requirements analysis
must be supported by a parallel effort to identify the possible advance
m ents expected in related hardware/software technology areas. With
these efforts as the technology base, the study will proceed with the
main task of developing new adaptive techniques. The possibilities of
incorporating at least some basic level of intelligence at the front end
will be explored. For example, when one is only interested in change
detection, only data that are subject to change need be stored. The
developed techniques will then be implemented, tested, and documented
to ensure a sound return for NASA investment.
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3.11. 4 Schedule and Resources

1978} 197911980} 1981 J1982

o Survey available
techniques.
Identify advancements

in related areas.

o Develop new adaptive S
technigues.

o Implement, test and Ee——
document these
techniques.

Estimated cost of development: $250K-750K.
3,11.5 Verification of Results

The developed techniques will be implemented and tested under
properly simulated data environments including the expected range of
dynamic data characteristics. This requires « thorough knowledge
of the state of the art in data system simulation techniques in addition
to those needed in the development phase of the effort. - This __
verification of results, in terms of capability for meeting real-time
regquirements and other needs of the data system, will serve to enhance
the value of the effort and help its acceptance by the user community.

3.11. 6 Related Studies
o Software Technology Items.

- TI-19 Software prototyping methods.

-41-



3.12 Control Structures for Adaptive Systems (TI-12}

3,12.1 Problem Definition

Automated intelligence activities involve a variety of scene analysis,
image processing and pattern recognition functions. These functions have
to be called upon for processing, depending on the environmental conditions,
in different sequences and configurations. This dependency requires the
system to be adaptive to the needs of the changing environment. The
protlem is therefore to provide adaptive framework for the dynamic
selection of the many software functions required in autonomous missions.
The development of appropriate control structure concepts is expected to
be of moderate cost requiriag 8-12 man years.

3.12.2 Technology Development Requirements

The technology advancement required is the development of control
structure concepts for adaptive control of software procedures. The desired
software system requires certain cognitive and decision making capabilities
to adaptively deploy the right processing modules in an autonomously opera-
ting environment. The core development required encompasses conceptual,
algorithmic and implementational aspects of the problem. ' ‘

3.12.3 Suggested Approach

The initial step is to establish the requirements as stated above in
more precise terms. A requirements analysis includes a review of the
different processing functions involved in autonomous environments and
their interrelationships. Once the specific processing functions and the
possible configurations of their deployment are identified, it is then neces~-
sary to develop the concepts and techniques for adaptive control of these
functions which can lead to optimal performance of the software system.
This development of appropriate control structures will be followed up by
expe rimental simulation (to check out the control structures under different
test environments) and documentation to ensure its utility.

3, 12.4 Schedule and Resources

1978 | 1979 {1980 ] 1981 | 1982

o ldentify the interdependencies and
relationships of software functions.

o Develop appropriate control
structures.

o Test and document the developed
control structures. I l
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E stimated cost of development: $300K - $500K
Resource requirements include access to a computer system for test
simulation of the developed centrol structures.

3.12.5 Verification of Resuits

A detailed simulation study plan must be formulated and implemented
to ensure that the developed procedures meet their requirements. The simu-
lation process should be carefully designed to provide an opportunity to test
all feasible configuration options expected of the final software package.

3.12. 6 Related Studies

o Software Technology Items.

- Ti-05 Standardization criteria for NASA software.

- T1-14 Adaptive search and sort routines.
- TI-15 Restructured image analysis software parallel
processing.

- TI-19 Software prototyping methods.
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3.13 Irpacts of Natural Communication Methods on NASA Payload
Systems (TI-13)

3.13.1 Problem Definition

Multi-experiment missions call for a more optimal utilizaticn of
human resources. The control and monitoring of the different experimenrts
should be spread, to the extent feasible, over all the diffierent human
faculties capable of interaction and communication. The computer system
in control of these experiments must provide for man-machine communica-
tions and should make the best use of all known ratural communication
methods. The problem is the need to extend the scope of methods used
onboard for man-machine interaction. This effort is expected to be one
of relatively modest cost involving 3-6 man years.

3.13.2 Technology Development Requirements

The goal of natural communication methods is best furthered by
a study geared to assess their impact on the design of payload software
systems. The assessment process must necessarily include a detailed
analysis of typical implementations of such methods to develop a thorough
understanding of existing potential. The study must critically evaluate
the technology associated with these methods to clearly identify the fea-
sible or potentially applicable methods which meet ‘the NASA reégquirements
for onboard implementation. ‘ .

3,13, 3 Suggested Approach

The starting point of this effort is a requirements analysis phase
wherein the NASA requirements for natural communication methods in
the upcoming missions are to be clearly identified and firmly established.
Typical cases will be analyzed in depth through implementaticn/simulation
to derive an understanding of their influence and potential impact on the
supporting payload software system. This will lead not only to an eval-
uation of the feasibility of using these natural communication methods
onboard, but also to an assessment of the necessary and desirable modi-
fications to payload software system design. The results of such test
case studies are then reviewed to derive an overall assessment of natural
communication methods on space systems.
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3.13.4 Schedule and Resources

1978 1979 (1980 f1981 1982

o Identify NASA requirements for
natural communication methods.
5 Study the impact of these methods —
through analysis of typical imple-

mentations.

Delineate necessary modifications é
to payload software system.

o Obtzin an overall assessment of H

natural communication methods.

Q

Estimated development costs: $150K - $250K.
Resources include the hardware for test implementation in a simulated

onbozrd processing environment.
3.13.5 Verification of Results

The feasibility of employing the different natural communications
methods will be verified by actual implementation in a simulated onboard
processing environment. Such implementation will additionally lead to
testing the supporting software system, thus enabling useful and reliable
insight into all the diffe rent facets associated with natural communication

techniques.
3,13. 6 Related Studies
o Software Technology Items,

- TI-08 Interface criteria for NASA-distributed
processor applications.
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3.14 Adaptive Search and Sort Routines (TI-14)

3,14, 1 Problam Definition

Many of the pattern classificaticn and image analysis techniques
basic to an image processing svstem involve table look-up procedures
operating on large arrays. These procedures necessarily call for
search and sort operations in both the table formulation and look-up
phases., The process is repeated innumerable times, especially in the
look-up phase. This is because of the =xtensive volume of data handled
by missions such as those involving earth resources survey and similar
large imagery data acquisition experiments. It is therefore necessary
to make such repeated table look-up operations as efficient as possible
if images are to be processed onboard. Therefore, more efficient search/
sort procedures are needed.

The problem facing the study is the need to overcome the possible
inadequacies of presently known methodology in meeting the future onboard
real-time processing system requirements. Further, it is desirable for
these procedures to be adaptive to the array data characteristics to ensure
optimum performance. It is expected that the required study is of relatively
modest cost and will be approximately 3-6 man years of effort. This is
because of the significant amount of related work reported in the area of
search and sort techniques as applied to ground environments. " '

3.14,2 Technology Development Requirements

The technology development requirements can be precisely stated
as the development of a set of search and sort routines and associated
software control structures for adaptively selecting the appropriate routines
for different data environments. This requires identification of the most
appropriate methods for different array data characteristics. This will be
done through review and modification of existing methods and/or additional
developments followed by integration of these procedures within an adaptive
structure.

3. 14. 3 Suggested Approach

The first step of this development study is a detailed requirements
analysis. This consists of a close scrutiny of the major pattern classifica-
tion and image processing techniques to identify the specific needs for
efficient search/sort procedures. These needs must be analyzed in the
context of available information about the data rates, image sizes and such
other related items pertaining to the data environment expected in future
missions. This leads to a detailed definition of the requirements for
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search/sort routines under different identifiable classes of data environ-
ment characteristics as well as associated time constraints for possible
raal-time implementation.

The next step is to evaluate the available search/sort procedures
in terms of their ability to meet tnese requirements and identify the
potential candidates for adaptatior. These candidate techniques are
modified, improved and combined to enhance their potential. This effort
may include the development of completely new methodology. However,
such a need may not arise in view of the extensive work being pe rformed
on ground-based systems. The selected set of modified/developed
techniques deemed optimal for the different data environments are then
integrated into appropriate software control structures. These soitware
control structures will b= able to recognize the data environment character-
istics and route the data flow through the appropriate software modules.
The developed package will then be tested in simulated data environments
to verify and validate the end product of the study.

3,14, 4 Schedule and Resources

1978|1979 |1980| 1981} 1982

o Reguirements analysis.
o Develop adaptive routines and integrate P B
them through appropriate control

structures.

o Implement, test and document the ﬂ
adaptive routines package.

Estimated development costs: $150K - $250K.
Resource requirements include access to a computer system capable of
simulating the different data environments expected onboard.

3,14, 5 Verification of Results

" The developed set of procedures and their adaptive capabilities must
be verified by simulation of the different data environments. This calls for
appropriate simulation tools including a computer system of sufficient
computational power., The verification process should be performed both
at the level of individual routines to assess individual performances and at
the integrated level to verify the adaptation capabilities of the total system.

V. Ry



3.14. 6 Related Studies
o Soitware Technolcgy Items.
- TI-05 Standardization criteria for NASA software.
- TI-12 Coatrol structures for adaptive systems.

- TI-15 Restructured image analysis software for
parallel processing.

- TI-16 Optimal large array partitioning procedures.

- TI-19 Software prototyping methods.
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3. 15 R estructed Image Analysis Software for Parailel Frocessing (TI-15)

3.15.1 Problem Definition

Parallel processing is an attractive concept for the eifficient
realization of image processing and pattern recognition functions onboard
NASA payloads in the coming decades. However, existing sciftware
techniques in the image analysis area are structured only fcr batch processing
in conventional sequential processing environments on ground. Therefore,
image analysis software must be appropriately tailored for implementation
in parallel processing environments. The effort required for me eting
the needs of this concept is expected to be moderately large in scope and
to span 10-25 man years, depending on the number of scftware functions
to be covered by the effort.

3.15. 2 Technology Development Requirements

The enabling of onboard near-real-time image processing and
pattern recognition activities requires full utilization of parallel processing
technology to minimize the processing time required. This calls for
operationally efficient software, structured to take advantage of the
parallel processing environments feasible onboard in the next decade.
Hence the major technology needed is the restructuring of image analysis
software which is considered crucial to the enablement of image processing
and pattern recognition activities onboard. :

3.15. 3 Suggested Approach

Parallelism can be visualized in terms of performing identical
processing on different segments of an image or data array using parallel
processing elements. It can also be visualized in the sense of carrying
out independent computations on the same segment of data concurrently
through different processing elements. It is therefore necessary to
explore all such feasible parallelism in the major image processing
functions of consequence to onboard implementation. For this purpose,
it is also necessary to assess the state of the art in parallel processing
techniques and supportive low cost hardware technology. This will help
in determining the level or extent of parallelism advisable from a
practical viewpoint.

Having identified the feasible and practical parallel processable
functions and the key techniques, the software is accordingly restructured
to achieve the maximum parallel processability. This is followed by
identifying the appropriate computer architecture and control structure
for implementing the restructured software system. In this context, the
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impact of developments in the area of optical and hybrid (optical and
digital) processing should be assessed to ensure that the restructured
system does not attempt to perform functions that are more efficient
in optical processing techniques. This assessment must include the
complexities of transforming images between digital to optical domains
as that tends to offset the advantages of optical processing.

3.15. 4 Schedule and Resources

197811979 (1980198111982

o Identify parallel I*

processable functions.
o Restructure/modify —*
the software to achieve

maximum parallel
processability.

o ldentify the appropriate F
computer architecture
for implementing the
restructured software
system.

Estimated development costs: $500K-$1000K

Resources include hardware for testirig the restructured software in
appropriate parallel processing environment.

3 15.5 Verification of Results

The results are to be verified through tests involving classes of
multispectral data. Experiments should be performed with both the
original and restructured software (the latter in parallel processing
environment) to verify the correctness of the restructured software and
to determine the computational gains achieved through parallel processing.
This aids in verifying and validating the computer architecture and
control structures to be used for purposes of onboard image processing.

3.15. 6 Related Studies
o Software Technology Items.

- TI-01 Requirements decompositior and structuring
guidelines.
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TI-05 Standardization criteria for NASA software,

T1-08 Interfacing criteria for NASA distributed
processor applications.

TI-09 Task control structures for distributed
processor environments.

Ti-12 control structures for adaptive systems.

T1-20 Software prototyping methods.
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3.16 Optimal Large Array Partitioning Procedures (TI1-16)

3.16.1 Problem Definition

Manipulations of large two- and three-dimensional arrays which
arise in the implementation of many data compression and image processing
functions pose an operational problem that is far from trivial. Quite
often the transposition of a matrix which is too large to fit in core, may
require more time than performing basic transform or other operations
on the rows and columns of this matrix. In addition, the complexity of
a large number of input/output operations demands more efficiency in
manipulating large arrays under the constraints of a real-time image

analysis system.

This problem was identif ied in Technology Driver PS-1Z,
Efficient Large Array Manipulation Procedures. A solution is expected
to result from a study effort of relatively modest cost (3-6 man years).

3. 16. 2 Technology Development Requirements

The technology developments required to solve the problem
defined above can be summarized as the development of optimal large
array partioning procedures. The resulting procedures should be
capable of adaptating themselves to the array data characteristics, i.e.,
the actual procedure used must be tailored to the array data characteristics
expected in the corresponding environment. Currently known and reported
methodologies for performing s1ch matrix transpcsitions must be evaluated
to pinpoint deficiencies in meeting the requirements of onboard real-time
image processors. Partitioning of the arrays is 2 feasible approach in
meeting the constraints expected. It is necessary to develop partitioning
procedures which make the best use' of the available computational resources
and at the same time minimize time utilization. This technolegy develop-
ment program shall study the impact of advancements in hardware
technology such as electronic cyclic memories. This will ensure that the
developed procedures are consonant with the state of the art in related
fields, and that the resulting methodologies will meet the NASA require-
ments in the most efficient manner.

3, 16. 3 Suggested Approach

First, the study should consider the onboardé processing system
architecture (and constraints) expected by mid 1980's, and should
restructure the optimal control problem accordingly. Second, alternatives
to the dynamic programming approach should be explored,
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Third, the feasibility of adapting the procedures to array data
~haracteristics should be investigated. Fourth, the impact of tech-
nological advancements such as electronic cyclic memories on the
manipulation procedures should be studied. The study should then be
directed tcwards the development of suitable optimal partitioning
procedures which can be applied to a variety of onboard processing
environments. The deliverable end product items will be a set of
strategies or optimal large array partitioning procedures which will
lead to best utilization of the available onboard computational resources.
In addition these procedures shall be adaptive to the array data
characteristics.

3, 16. 4 Schedule and Resources

197811979119801198111982

o Study feasibility for M

adapting array mani-
pulation procedures to
array data characteristics.
o Determine interrelation- wa———
ships of these procedures
with data storage and 1. . .-
processor architecture.

o Develop, test and docu- .
ment these procedures.
Estimated development costs: $150K-250K. Resource requirements

include access to a computer system capable of simulating different
onboard processor environments.

3.16. 5 Verification of Results

The methodology developed must be tested in different simulated
onboard environments on a ground-based computer system to validate
and verify optimality. The tests should be designed to cover a wide
variety of array data characteristics to prove the adaptability of the
resulting procedures to such characteristics. These tests will ensure
the success of the task undertaken and can lead to advancement of the
technology to the next level required for actual onboard implementation.
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3.16. 6 Related Studies
(s Software Techrology Items.
- T1-05 Standardization criteria for NASA software.
- Ti-12 Control structure for adaptive system.

- TI1-14 Adaptive search and sort routines.
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3.17 Classification of Error Mechanisms (TI-17)

3,17.1 Problem Definition

"Learning from History' is the most often suggested route for avoid-
ing repetition of previously encountered errors. This is particularly valid
in the case of software errors because of the lack of standardization in
software design procedures and the consequent tendency to fall into the same
errors repeatedly. The problem is therefore the need ior development of
avoidance techniques through a process of identification and classification
of error mechanisms recorded in past software projects. MASA experience
in space systems is particularly applicable. The effort required here is
approximately 3-6 man years. The return, although perhaps difficult to
measure, can be substantial in terms of cost avoidance.

3. 17.2 Technology Development Requirements

The technology developments required here are guite unlike others
in that the end product is not so much a methodology but a directory
categorizing the different types of software errors and the factors which lead
to them. This categorization or classification of error mechanisms will be
derived through analysis of prevalent errors encountered in prior space soft-.
ware development programs. Guidelines will thereby be developed to ensure
that those pursuing future software development will be forewarned of potential

faults.

3.17.3 Suggzested Approach

The first step of the study is the compilation of errors documented
under the different NASA software development projects of the past space
programs. (This requires free access to such information by the organiza-
tion conducting the study.) The compiled list should then be critically
reviewed and grouped on the basis of common characteristics. An under-
standing of the causes of such errors will aid in developing classification
of the error mechanisms. Guidelines will be developed to avoid these types
of software errors in future design projects. This approach can be
expected to enhance the search for fault-free software dzvelopment in
future NASA programs.
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3.17.4 Szhedule and Resources

1978 {1979 | 1980 | 1981 : 1932

o Compile error data of past I
NASA software program
projects.
o Review and study the errors k

to extract their characteristics
and model these errors intc
identifiable classes.

o Derive an overall comprehen- AR——
sive list of these error
classes.

o Develop guidelines for avoid- a—
ing such errors in future
projects.

Estimated cost of development $150K - $250K.
Resources include unrestricted access to documented reports of experience

of prior NASA software development programs.

3,17.5 Verification of Re sults

The concept of verification of re sults is not valid in the usual
sense of the phrase as only future experience can prove the value of the
guidelines developed from this process of classification of error
mechanisms. However, a small scale software development program
can be carried through in the light of these results and error avoidance
costs estimated in a subjective manner. As in many research items,
insight into the underlying causes of an effect can lead to unrelated
advancements in technology. '

3.17. 6 Related Studies

This Technology Item relates to all software development
technology areas.
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3.18 Guidelines for Design Documentation Consistency (TI-18)

3.18.1 Problem Definition

An important aspect of software design process, which has received
much attention, but few solutions, is the method of documentation of soft-
ware design. No satisfactory method has been developed of conveying
requirements into design representations which are understandable through-
out the evolving responsibilities of 2 program life cycle. Attempts have
been made to use data flow diagrams, functional representations, netwo rks
and other means. Though each may have specific advantages, none satisfies
the need for unique clarity and understandability in a universal sense.

Inadequate details, lack of consistency and such other drawbacks
in the documentation of the design can cause misinterpretation of the intent
of the software designer by the programmer in the coding phase. This
results in error-prone software with low reliability and consequent high
costs in its maintenance. It is therefore clear that the lack of proper
guidelines for design documentation represents a problem of sufficient
importance to be addressed by NASA to ensure the developed software is
space-worthy. The effort required to meet this problem effectively is
expected to be one of relatively modest cost involving 2-5 man years.

3.18.2 Technology Development Requirements

The developments expected of this study are the guidelines for
consistency in design documentation which can facilitate clear understand-
ing of the design coding requirements. ‘This will enhance the scope for
higher reliability in the generated code, thereby reducing maintenance.
This is a desirable objective in space-related environments of concern
to NASA. The guidelines should be broad enough in scope to cover the
spectrum of NASA payload software activities and specific enough to be
directly applied to the software development projects in the coming decade.

3.18. 3 Suggested Approach

The effort should be closely coordinated with other software design-
related Technology Items such as requirements decomposition and structur-
ing guidelines, and AOL design guidelines/standards. The first step of this
effort is to develop a clear understanding of the state-of-the-art design
techniques (and hence the need to coo rdinate with efforts leading to improved
design techniques). This will ensure that the design structure and all asso-
iated aspects are known and their implications are completely grasped prior
to the development of documentation guidelines. This design structure
analysis will be followed by formulation of the actual guidelines for achieving

=57



consistency in design documentation. The next step is the development of
evaluation criteria to measure the effectiveness of these guidelines.

3.18.4 Schedule and Fesources

1978 {1979 {1980|1981 1982

o Design structure analysis.

o Development of documentation
guidelines.

¢ Evaluation criteria. —

Estimated cost of development: $100K - $250K.
3,18. 5 Verification of Results

The guidelines can be effectively verified as to their worth by
application to real-world software design documentation efforts. The
resulting documentation is assessed on the basis of the evaluation criteria
developed as part of the study. This leads to 2 measure of effectiveness
in achieving design documentation consistency.

3, 18. 6 Related Studies

o . Software Technology Items.
- TI-01 Requireménts decomposition and structuring
guidelines.
~- T1-05 Standardization criteria for NASA software.
- TI-06 AOL des:Lgn guidelines/standards.
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3,19 Scitware Prototyping Methods (TI-19)

3.19.1 Problem Definition

Software design errors and the associated costs are always a
matter of grave concern to software development projects. Even more
disconcerting is the discovery that a design will not meet reguirements
after implementation is complete. It is therefore highly desirable to
develop methods for proving the software design before cormmitting the
design to code. This is the objective of software prototyping methods.
Software prototyping will provide low-cost pretesting of the key eiements
of the design prior to implementation of the operational system. This
technology when properly developed and used offers great benefits in
reliability and cost avoidance. The development effort is expected to
be one of relatively modest cost involving 2-5 man years.

3. 19, 2 Technology Development Requirements

The technology to be developed under this study is the means of
testing software design prior to implementation of the system. Such
development will cut the high cost associated with design errors both
in terms of their potential effects on reliability and in terms of the
actual expenses involved in correcting these errors or mmaking-false
starts. The methods to be used to achieve software prototyping
capabilities represents the major requirement of this development study.
Also, suitable evaluation criteria must be developed to assess the
effectiveness of these methods.

3.19.3 Suggeéted Approach

The effort must be mainly directed towards the development of
me+hods suitable for prototyping real-time space systems. It is
necessary to assess the technology currently available in the area of
ground-based prototyping techniques prior to exploring the scope for
prototyping onboard real-time systems. The current technology
analysis will then provide pointers for extrapolation of these techniques
into the domain of space. This extension may not be straightferward
in that the environmental constraints associated with space
systems are likely to be of an entirely different category. The final
stage of the effort is the development of appropriate evaluation criteria
for assessing the developed techniques.
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3,19, 4 Schedule and Resources

197811979 | 1980§ 19811} 1982
o Technology analysis. .
o Low-cost prototyping s
methods.
o Evaluation criteria. | —

Estimated cost of development: $100K-250K.
3,19. 5 Verification of Results

The end product of this effort and its effectiveness can be
judged by application to specific cases of software design and
development programs. The evaluation criteria developed as part of
this technology development study will be us ed to assess the gains
and verify the efficiency of the tools resulting from the study.
Comparative analysis with non-prototype development will be performed
where systems with similar requirements can be identified.

3.19. 6 Related Studies

This Technology Item is applicable to all software de\}éloément '
technology.
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3.20 Software Technology Monitoring (TI-20)

3.20.1 Problem Definition

NASA should capitalize on the continuous evolution and the
occasional breakthroughs occurring in the areas of hardware/software
technology. A process of early awareness of the developments is
needed followed by a study of the impacts of such developments on NASA
programs. This requires that there be a constant monitoring of the
developments in the field and for this purpose it is necessary that
NASA establish a suitable formal mechanism.

As an Item, software technology monitoring seems obvious
and deceptively simple. NASA personnel are continually monitoring
technology and providing much of the advancement. However, this
monitoring basically applies to a specific area of interest of the person
or group doing the monitoring. The key to this task is to have a
central source monitoring all software/hardware technology and
correlating advancements to ongoing or proposed space activities
wherever they may be applicable. This is to be an on-going low level
effort of relatively low cost, requiring 1 man year per year.

3, 20. 2 Technology Development Requirements .

In this case, the requirement is not truly one of technology
development but rather one of technology asses sment. However, the
requirements can be viewed as developing and instituting a formal
software technology monitoring mechanism. Such a mechanism would
be responsible for performing the monitoring activity and correlating
developments with the NASA requirements. It would thereby contribute
towards identification of additions (and/or deletions) to the NASA
Software Technology Item roster.

3. 20. 3 Suggested Approach

The formal mechanism set up for this purpose should have access
to information about activities from different sources within NASA and
outside of it also, to the extent feasible. This is in addition to the open
literature publications which are easily accessible. The formal
mechanism should utilize the modern techniques of technology fore-
casting and assessment, such as advanced DELPHI techniques, not
only for monitoring but also to identify the expected course of
developments. This activity being an on-going effort, the projections
can be verified whenever promising technology is identified.
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3, 20. 4 Schedule and Resources

1978] 1979 ] 1980 1981 1982 1586

o Monitor software mUs s wm | wm|[es w/m wi® -m =
technology advances.

Estimated development costs: $50K/year.
3,20.5 Verification of Results

This Technology Item is significantly different from others;
therefore the concept of verification results does not apply in its usual

sense. However, the projections on future developments made earlier
can be verified by the monitoring process, thereby refining the assessment .

methodology.
3. 20. 6 Related Studies

Not applicable (except in the sense that the Technology Item is
related to the total area of software technology). ’
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3.21 Spacelab Software Technology Experiment (TI-21)

3,21.1 Problem Definition

We do not yet know how software can best support man in space, nor
what capabilities exist to relieve the burden of a flight crew, to make space
flight more productive, more reliable and less expensive. Questions such as,
what are the most effective display techniques? how can graphics be used?
how to detect targets-of-opportunity? how to improve data quality or select
data in real time?, have not been pursued in a real environment under
mission constraints.

Spacelab Mission I presents an opportunity to actually advance
software technology through the testing of techniques, concepts and
applications in a real environment. This is an opportunity that may not
present itself again. Resources will be available on the CDMS subsystem
computer to allow experimentation with passive software packages in a
non-interference mode. An exercise of this type will provide invaluable
insight into how software can best interface with a flight crew to maximize
mission performance.

3.21.2 Technology Development Requirements

Provide the passive software packages necessary to seek technology
enablement advancements thrdugh the use of available resources in a non-
interference mode in Spacelab Mission I and subsequent Spacelab missions.

3.21.3 Suggested Approach

The initial task of this study is to conduct a feasibility exercise
supporting the concept and identification of high-potential software packages
for flight test. This software must be passive and must not interfere in
any way with mission flight software. Typical candidate software experiments
might be:

o Data Compression/Decompression Effects on Image
Reconstruction.
o Evaluation and Selection of Data Display/Interface Techniques

in a Real, Onboard Environment.

o) Demonstrate Use of AOL for Real-Time Software Function
Generation/Modification Onboard.
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o Use of Onboard Computers/Software as an Engineering/
Scientific Test Tool.

- Slide-Rule Calculator,

- APL.

- Graphic Generation.

- Scratch Pad (Text-Drawings, Activity Log, etc.).

o Evaluation of Natural Communication Methods.

Completion of the feasibility test will provide data necessary to
proceed with the software package design and prototype development and
test. Successful testing of the prototype should be followed by appropriate
Mission I crew training and the actual flight test of the software experiment.

Post flight evaluation will be a key milestone in determining the
next steps in technology advancement and will also serve as a test to
determine if follow-on experimentation should be initiated for subsequent

flights.

3,21.4 Schedule and Resources A -

1978[197911980/1981{1982]1983|1984|1985|1986

o Feasibility Study.

c Software Package : L
Design.

o Prototype Development ‘ *
and Test.

o Crew Training & Flight R
Test.

o Post Flight Evaluation. -

Estimated Cost of Development: $100K - $300K

Resources must include access to the Spacelab CDMS subsystem computer
and display system.

3.21,5 Verification of Results
Four key milestones are available to test intermediate and final results:
o) Feasibility study results.
o Prototype test results.
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o Crew-training response,
o Post-flight evaluation.
3.21.6 Related Studies
TI-08 Interface Criteria for Distributed Processor Environments.
TI-13 Impacts of Natural Communication Methor:is on NASA Payloads.

TI-19 Software Prototyping Methods.
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3,22 On-Board Radiometric Correction (TI-22)

3,22, 1 Problem Definition

Ground systems are large and expensive. A key to continued
growth of remotely sensed data capability is continued reduction in the
cost of the data collected; therefore, it is critical that the cost of ground
processing be reduced. New hardware technology has made this possible
by opening the door to significant onboard processing. A re-evaluation of
processing distribution is now necessary to take full advantage of the potential
cost-savings offered. Costs to the user of remotely sensed data must be
reduced in order to generate broad and general support of space programs.
Redistribution of sensor dependent functions to the sensor system can
reduce ground processing requirements.

The major problem has been, and probably will continue to be, a
general reluctance to add additional hardware or processes in serial with
the data stream, in an onboard environment, for fear of data loss or degrada-
tion. Although an understandable, and probably valid, consideration in the
past, this concern should be re-evaluated in light of the new technology avail-
able now to build in reliability and redundancy at very little impact to payload
cost, weight or volume. ' :

3,22.2 Technology Development Requirements = . . .-

A general reassessment of software functional distribution is
required. Specifically, those functions that are sensor dependent should
be studied for potential application to a '"smart' sensor. Po ssible functions
are: : ' )

o Radiometric correction.
o Quality assessment.

o Cloud cover detection.

o Change detection.

As a first step, it is recommended that onboard radiometric correction be
considered, and a prototype system developed.

3.22.3 Suggested Approach

Development of a prototype onboard processing system to perform
radiometric correction of remotely sensed data is feasible. The first step
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should be a complete reassessment of the functional distribution of processing
requirements to ensure that radiometric correction by itself is the prime
candidate for redistribution, or if it should be accompanied by various other
functions.

The second step should be the definition and design of a prototype
software system. The third step encompasses development and test of the
prototype system after completion of a thorough design review.

The final step, prior to development of an operational system, must
be an exhaustive test of system reliability and recovery features. This
step is critical because the results can hold significant implications for the
future of onboard processing.

3,22.4 Schedule and Resources

197811979[1980[1981/1982 1198311984 (19851986

o Reassess Functional  —

System Distribution.
o Design Prototype +

System.
o Develop and Test . p—

Prototype. 1 T .-
o Perform Reliability/ :

Recovery Assessment. r

Estimated Cost of Development: $150K - $250K

Resources must include access to a non-flight qualified payload processor
and imaging sensor simulator.

3,22.5 Verification of Results

Verification of results would take two forms:

(1) Comparison of image results with equivalent ground based
radiometric correction.

(2) Demonstration of the capability to recover from induced faults
with minimum loss or degradation of data.
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3.22.6 Related Studies

TI-01

TI-08

TI-09

TI-11

Decomposition and Structuring Guidelines.
Interface Criteria for NASA-distributed Processor Applications.
Task Control Structures for Distributed Processing Systems.

Adaptive High-speed Buffering Techniques for Dynamic Networks.
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3.23 Onboard Classification and Distribution (TI-23)

3.23,1 Problem Definition

Data distribution poses one of the greatest impediments to full
realization of the potential benefits of space-borne remote sensing
technology. The cost of ground processing and data communication must
be reduced. This can be accomplished perhaps through direct transmissions
to the user, perhaps through ubiquitous, low cost processing systems, or
perhaps through communications breakthroughs, but in any event, must
result in maximum benefit to the user at minimum cost.

3,23.2 Technology Development Requirements

Development of an onboard, image classification system to generate
and distribute moderate resolution classification maps for wide area, real-
time reception by end-users. This system would operate in parallel with
the prime data stream on a non-interference basis and would be used only
to augment or supplement the established data collection/processing/
distribution system.

3.23.3 Suggested Approach

Prototype image classification systems for ground processing have
been developed, e.gz., the Multivariate Interactive Digital Analysis System
(MIDAS) developed for NASA by the Environmental Research Institute of
Michigan. These systems should be thoroughly analyzed for applicability
to onboard implementation. This analysis should be accompanied by a
complete onboard system definition. :

Next, a prototype system should be developed and tested. This must
be accompanied by the concurrent development and test of associated user
terminals and antenna systems. The over-riding concern of user terminal
design must be low cost.

On satisfactory completion of prototype system test, an operational
prototype (flight qualified) should be deployed for on-orbit testing.
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3,23.4 Schedule and Resources

o System definition.

o Prototype development
and test.

o User terminal/antenna
system development.

o Deployment of an
operational prototype.

1978]1979/1980(1981{1982]1983

1984

1985

1986

gy ——

T

Estimated Cost of Development: $250K - $500K, exclusive of hardware,

3.23,5 Verification of Results

Verification can be readily accomplished by comparison of results
achieved on a large-scale ground image classification system, using

duplicate image data.

3,23,6 Related Studies

TI-08 Interface Criteria for NASA-distributed Processor Applications.

TI-11 Adaptive High-speed Buffering Tecﬁniques foery;r;arn.ic Networks.

TI-15 Restructured Image Analysis Software for Parallel Processing.
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3,24 Security and Control of High Resolution Data (TI-24)

3.24.1 Problem Definition

High resolution sensors have created two immediately recognizable
problems: (1) protection of military significant data and (2) protection of
rights to privacy. Data collected from these sensors is vulnerable during
transmission from point-to-point and is also vulnerable when it resides in
either temporary or permanent storage devices. This item provides for the
development of software approaches to the identification and safeguarding
of this data.

3.24.2 Technology Development Requirements

There are two major facets of this problem. The first is the
development of techniques to recognize sensitive data. The second is the
development of tools to protect the sensitive data after it is recognized.

3.24.3 Suggested Approach

It is recommended that a study be undertaken to determine methods
of identifying sensitive data, and once this has been completed, build and-
test feasibility models of software systems to monitor and control this
data. Alternative to software systems exist such as a priori selection of .
data to be collected or various hardware schemes; however, in either case,
software will play a part.

The final step should be development of methods to monitor and report

access to all data.

3,24.4 Schedule and Resources

197811979/1980{1981[1982] 1983{1984[1985

1986

o Identification of Q

sensitive data.
o Development and test *
of feasibility models.

o Development of access
monitoring techniques. | I

Estimated Cost of Development: $250K - $500K

Access to a large scale computer will be required to exercise simulations.
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3.24,5 Verification of Results

Verification of this task will be rather difficult. It will depend on
the availability of qualified experts in the data analysis/data security field
to make objective judgments as to the validity of the identification/protection
mechanisms,
3,24,6 Related Studies

TI-05 Standardization Criteria for NASA Software.

TI-12 Control Structures for Adaptive Systems.

TI-14 Adaptive Search and Sort Procedures.
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3,25 Low-Cost User Systems (TI-25)

3.25.1 Problem Definition

Current technology centers around space-to-earth transmission to
central facilities such as TDRSS/White Sands. Earth-to-earth technology
is primarily relegated to commercial satellite communications advancement,
However, the link from source to end-user is still corriplex. Direct
links have not been pursued to a necessary depth. Low cost distribution
of data to end-users of remotely sensed data is critcal to the future of
NASA space programs. Ground distribution networks are expensive and,
in many cases, slow. New methods of distribution must be developed,

3,25.2 Technology Development Requirements

Low-cost user systems for final processing of data and enablement
of direct transmission of onboard preprocessed data is key to the development
of a broad-based user community and reduced distribution costs. Millions
of dollars in redundant RID could be saved if standard systems (including
software) were developed by a central agency such as NASA.

3.25,3 Suggested Approach

The initial step in this task must be a complete definition of user
needs and user processing requirements, The next step requires '
characterization of hardware components to satisfy these requirements.

After the initial steps are thoroughly complete, hardware systems
must be procured and integrated. Subsequently, software systems can be
implemented and a library of tested software applications stored and
maintained in an accessible software library for distribution to end-users.

3,25.4 Schedule and Resources

1978]1979]1980[1981[1982/1983|1984}1985 |1986

o Identify user needs.

o Establish system 1
requirements.

o Develop hardware a—
system.

o Define build, and test e ——
software system/
applications.

Estimated Cost of Development: $250K - $500K, exclusive of hardware
procurement,
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3,25.5 Verification of Results

Complete support and participation of users will have to be employed
in the development of requirements. Results will be verified by the proven
development of a low-cost system that performs to the level specified by
initial requirements.
3.25. 6 Related Studies

TI-05 Standardization Criteria for NASA Software.

TI-06 AQOL Design Guidelines/Standards.

TI-07 AQOL Compiler Generator Cost Factors.
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3,26 Earth Model Data Bank (TI-26)

3.26. 1 Problem Definition

Data collection from space is relatively expensive; time-on-orbit is
precious. The problem is how to preserve the data collected until all
beneficial information has been retrieved from it and, at the same time,
support a retrieval system that is low-cost. The key is learning how to
apply the new mass storage device technology in the most cost-effective
manner to preserve, protect and provide simple access to the tremendous
data volume generated by future space systems.

Many methods of storing and retrieving data are now availableo
These have been used for individual pieces of data (random image frames,
specific mission return, etc, ), but there has not been an attempt to build
a comprehensive representation of the earth in a data bank that maintains
the current state of the earth's surface in a universally accessible form.
Acquisition of earth and ocean data has been solved, Access to this data
has not and needs to be.

3.26.2 Technology Development Requirements

Development of a mass data bank which contains the current state
of the earth's surface at various levels of resolution, in a form that is
universally accessible, and within a structure that provides rapid
retrieval of specific data within defined geographical areas at low cost and
to the resolution required, The hardware technology exists; data base
structure methodology is mature. Cnly the effort to get it-all-together
remains. This effort would be of inestimable benefit to NASA in the
pursuit of operational earth and ocean resource programs.

t

3.26,3 Suggested Approach

There are three steps required to achieve the goals of this item.
These are:

o Identify data base form, content, and structure.
o Define the storage/retrieval protocol.
o} Establish and maintain a current earth model.
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3.26.4 Schedule and Resources

1978[1979]1980{1981{1982]1983|1984|1985]1986

o Identify data base —

structure.

o Define storage/retrieval ;
protocol.

o Establish and maintain
earth model.

Estimated Cost of Development: $1.5M - $3M.
3.26.5 Verification of Results

Verification basically depends on maintaining assurance of feasibility
throughout the development process.

3.26.6 Related Studies
TI-14 Adaptive Search and Sort Procedures.

TI-16 Optimal Large Array Partitioning Procedures.
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3.27

3.27.1

3.27.2

3.27.3

Scene Content Extraction (TI-27)

Problem Definition

There is a need for surface rover vehicles to be able to maneuver
without direct manned supervision. In order to do this, the

surface rover requires a semblance of vision in order to select

a destination and plan an optimum course to the destination which
will avoid obstacles and pitfalls. This requires the ability to extract
information from a scene detected by a sensor (vidicon, CCD, etc.)
in order to identify and categorize objects within that scene, Although
the capability exists, in software, to do this with large ground based
systems, technology advancements must be made in order to perform
this task within the limits of the resources available to a planetary
spacecraft and do so rapidly enough to make the rover concept
feasible. Solution to the problem posed by this driver is mandatory
to enable the surface rover concept.

Technology Development Requirements

The technology development required for this item, is the creation
of scene analysis techniques which will allow for rapid, accurate
extraction and identification of significant objects within a scene,
These techniques must fit within the resource capacity allocated to
planetary spacecraft and meet the fast run-time requirements
(F<3 minutes/scene) essential to efficient surface transit,

Suggested Approach

The R&D effort proposed for this topic consists of six steps
as follows:

First, survey and identify major alternative approaches presently
being explored in the area of scene analysis. Next, identify feasible
candidates for further indepth evaluation in the context of applications,
such as robotics, oil slick detection, snow cover delineation, etc., and
related computational resource constraints. In the third step, evaluate
segmentation of natural scenes to identify objects and derive informa-
tion as to their location and orientation. (Possibilities of extending
these to include man-made objects could also be looked into if needed.)
Fourth, investigate the scope of integrating these candidate techniques
to obtain a practical scene analysis technology compatible with available
computational resources - for example, cluster analysis approach of
grouping elements (sub-images) of the scene can be possibly integrated
with edge detection techniques in developing appropriate merge/linkage
strategies to derive a viable number of image segments. Fifth, extend
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3.27.4

3- 27. 5

3.27.6

these techniques to analysis of three dimensional (real outdoor)
scenes by using images obtained from different perspectives. And
last, derive the hierarchical tree of the efiorts required to develop
a practical scene analysis system to suit NASA program needs of the
next two decades - for example, development of a simple first level
partitioning or image se gmentation strategy.

Schedule and Resources

1979 {1980 {1981 {1982 {1983 [1984

o Survey Major Approaches. -uLJ-+- IAT_.J L -.T-- ﬁ

o Identify Feasible Candidates. o—

o Evaluate Segmentation i —
Techniques.

o Integrate Scene Analysis #

Methodology.
o Extend Method to 3-dimensions. 4—

o Derive Hierarchy of Practical i . . . :
Scene Analysis Systems. ’ T —

Estimated Cost of Development: $400K - $600K

Verification of Results

Verification of results will require: (1) demonstration of

extraction and identification accuracy of the scene analysis system(s)
using typical scenes; (2) verification of the run-time requirements

of the system(s) against diverse scene characteristics (i.e.,
homogenous, geometric, high contrast, low contrast, noise); and

(3) full up tests of the selected system(s) on a prototype rover
vehicle in a real-life environment.

Related Studies
o Software Technology Items

- TI-12 Control Structures for Adaptive Systems.
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TI-14 Adaptive Search and Sort Procedures.

TI-15 Restructured Image Analysis Software for
Parallel Processors.

TI-28 Path Planning Techniques.
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3.28

3.28.1

3.28.2

3.28.3

3.28.4

Surface Navigation and Mapping (TI-28)

Problem Definition

The second major requirement of software for surface roving

vehicles (after scene analysis) requires selection of a destina-

tion, planning an optimum course to that destination and being

able to recognize the destination when it is reached., These

are not trivial problems. Current solutions require massive
secondary storage for the manipulation of large data arrays and
powerful processors to do the mapping function. New algorithms

must also be developed to predict the changes in scene content due

to a change in perspective as the vehicle moves toward its destina-
tion. To perform these functions with the limited resources avail-
able to an autonomous spacecraft, will require extensive breakthroughs
in software technology if the surface rover concept is to become feasible,

Technology Development Requirements

The requirements include development of algorithms to partition
and manipulate large data sets without ready access to massive,
rapid-access secondary storage and development of the techniques
needed to predict changes in a scene that result from a change in
perspective, At the same time, program run-times must be kept
within limits which permit feasible operation of autonomous
vehicles. '

Suggested Approach

The first step in this development task must necessarily be a review -
of the state-of-art of robotics,and roving vehicles. This must be
followed by a thorough mathematical analysis of the problems posed
and development of algorithms to solve these problems. The
algorithms will then be tailored to flight-type processing systems.
The final steps will involve extensive testing of the algorithms in
simulated and real environments.,

Schedule and Resources

1979 [1980 [1981 {1982 (1983|1984
o State-of-Art Survey e
o Mathematical Analysis ;
o Algorithm Development EE——
o Simulated Environmental Tests S———
o Real Environmental Tests T

Estimated Development Cost: $300K - $600K
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3.,28.5 Verification of Results
The developed techniques can initially be tested using simulated
environments. The initial tests must verify that path selections are
near optimum and that hazardous terrain can succe ssfully be avoided.
The next test must demonstrate that program run-time is within
prescribed limits and that baseline spacecraft processing resources
are not exceeded,

The final (or validation) tests will prove the techniques under
rigorous exercises in real terrain using flight-like systems.

3.28.6 Related Studies
o Software Technology Items

- TIO8 Interface Criteria for NASA Distributed
Processor Applications.

- TI09 Task Control Structures for Distributed
Processor Environments,

- TI12 Control Structures for Adaptive Systems.
- TIl4 Adaptive Search a.nd.Sérf Procedures.
- TIl6 Optimal Large Array Partitioning Procedures.

- TI27 Scene Content Extraction.
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